What is artificial intelligence? How to find out whether a computer is
showing intelligent behavior or not?

Acting humanly: The Turing Test approach

The Turing Test, proposed by Alan Turing (1950), was designed to provide a satisfactory operational
definition of intelligence. Rather than proposing a long and perhaps controversial list of qualifications
required for intelligence, he suggested a test based on in distinguishability from undeniably intelligent
entities-human beings. The computer passes the test if a human interrogator, after posing some written
guestions, cannot tell whether the written responses come from a person or not.
The computer would need to possess the following capabilities:

e natural language processing to enable it to communicate successfully in English.

e knowledge representation to store what it knows or liears;

e automated reasoning to use the stored inforrnation to answer questions and to draw new

conclusions;
¢ machine learning to adapt to new circumstances and to detect and extrapolate patterns.

Turing's test deliberately avoided direct physical interaction between the interrogator and the computer,
because physical simulation of a person is unnecessary for intelligence. However, the so-called total
Turing Test includes a video signal so that the interrogator can test the subject's perceptual abilities, as
well as the opportunity for the interrogator to pass physical objects "through the hatch." To pass the total
Turing Test, the computer will need:

e computer vision to perceive objects, and
e robotics to manipulate objects and move about.

Discuss about the Humans and computers?

Humans and Computers:

Human Brain Computer
Typically, neurons are five to six orders of
magnitude slower than silicon logic gates
Neural events happen in the millisecond (102s) | Events in a silicon chip happen in
range the nanosecond (10 s) range
However, the brain makes up for the relatively
slow rate of operation of a neuron by having a
truly staggering number of neurons (nerve
cells) with massive interconnections between
them. It is estimated that there are
approximately 10 billion neurons in the human
cortex, and 60 trillion synapses or connections
The net result is that the brain is an enormously
efficient structure.




The energetic efficiency of the brain is
approximately 10 joules (J) per operation per
second.

The corresponding value for the
best computers in use today is
about 107 joules per operation per
second.

Computational | 10** Neurons 1 CPU, 108 gates

Units

Storage Units 10" Neurons 10% bits RAM
10* Synapses 10™ bits disk

Cycle Time 10 sec 107 sec

Bandwidth 10* bits/sec 10* bits/sec

Memory 10% 10°

updates/sec




Describe about the knowledge representation?

Knowledge Representation:
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Intelligence requires knowledge; knowledge once acquired, must be organized
for use. Knowledge base agents work on logic. Therefore, logic is used for
representing knowledge. The knowledge of logical agents has to be definite—a state-
ment/proposition/formula has to be either true or false. The limitation of this type
of logic is its inability to handle uncertain environments. A good knowledge rep-
resentation naturally represents the problem domain. Other features of knowledge
representation to be borne in mind are:

It is often voluminous and relevant information or data must be mined from it.

Itis hard to characterize it accurately.

It is constantly changing.

%
It could be erroneous.

Knowledge representation consists of,

(1) The knowledge base: This forms the system’s inte

‘ lligence source. Faete and data
form the knowledge base. N ree. Facts and d
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Figure 4.1 Knowledge representation techniques.

(ii) Inference mechanism: It examines the knowledge base to answer questions,
solve problems or make decisions within the problem domain. _~

Knowledge representation schemes should have the following desirable properties:

e It can be programmed and stored in memory.

e It captures generalization

¢ It can be modified to correct errors

e It has flexibility to use under different situations.

’1/2 Representations and Mappings

There are different ways of representing knowledge in Al programs.\In any form of
representation we deal with two entities:

e Facts: These are truths in their relevant world.
o Representation of Facts: This requires a formal structure, which we should be
able to manipulate. These two entities can be structured in two levels:
(i) The knowledge level at which facts are described.
(ii) The symbol level where the representation of objects at the knowledge level
are defined in terms of symbols that can be manipulated by programs.

The forward mapping maps facts to representations and backward mapping maps
representations to faclsiThis is shown in Fig. 4.2.
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One of the most popular forms of representations 15 the natural language sentences;

A simple example is given below.
e

' Roopa is a girl (sentence)

girl (Roopa) (fact representation)

Suppose we have the fact that all girls have long hair. We can represent it

symbolically as

Y x:girl(x) — longhair(x)

It translates into, for all x. if x is a girl, .x has long hair. Now if we substitute x with

Roopa, we conclude

longhair(Roopa)

The backward mapping gives us the sentence “Roopa has long hair”



4.3  Desirable Properties of Knowledge Representation

A good representation should possess the following properties:

(1) Representational adequacy: This is ili
! This is the ; i
knowledge needed in that domain, iy 1 represent all kindhRl

(ii) Inferential adequacy: Ability to manipulate the representational structures in
such a way as to derive new structures corresponding to new knowledge infer red

from old.

(iii) Inferential efficiency: Ability to incorporate into the knowledge structure addi-
tional u'ﬂorn?:ltlon that can be used to focus the attention of the inference
mechanisms in the optimal direction (or rather most promising one)

(iv) Aquisitional efficiency: Ability to acquire new information casily.

There is no single system which optimizes all the capabilities. Hence, a number of
techniques for knowledge representation exist. Some standard techniques are bricfly

described below./’



4.3.1 / Simple Relational Knowledge

Declarative facts are represented as a set of relations similar to that used in database
systems. A simple relational database is shown in Table 4.1.

Table 4.1 Relational knowledge

Person Gender Height Weight Profession

A Female 54" 58 kg Student

B Male 5’7" 72kg  Software engineer
C Male 62" 79 kg Singer

This form of knowledge representation is simple, but weak in inferential capabil-
ities. For example, if we ask the question, “What is the profession of a male, with a
height 5'8” and weight 69 kg?”, the knowledge base may not be able to infer from the
data base, unless exact matching of all fields is present in a particular data entry.

But knowledge in this form, can serve as input to more powerful inference engines. /

4.3.2 Inheritable Knowledge

The relational knowledge corresponds to a set of attributes and their associated values
which together describe the objects of the knowledge base. The basic representation
must be augmented with inference mechanisms that operate on the structure of the
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4.3.3 Inferential Knowledge %
An example of inference logic is the way we deduced that “Roopa has long hair”,
This is because “Roopa is a girl” and “girls have long hair”. Many procedures are
available which reason forward from given facts to conclusions and others which

reason backward from desired conclusions to given facts. One of the most commonly
used procedures is resolution to be dealt later./

4.3.4 ‘Procedural Knowledge

The representations described so for deal with relatively static, declarative facts. Pro-

hen. It can be represented i many ways.



What are the different learning processes? Explain briefly

Learning Process:

olves interactions between the brain ang

Learning is a very complex process which inv ; . “
- : S | networks we define learning (Simop

the environment. In context of artificial neural
Haykin) as follows:
frec paramelers of a neural network are adapted

“Learning is a process by which the . : _
environmentin which the network is embedded,

through a process of stimulation by the . '
The type of learning is determined by the manner 1n which the parameter changes

take place”. The learning process this involves the following steps:

e The neural network is stimulated (excitatory or inhibitory) by the environment,

e The free parameters of the network, namely the synaptic weights and the biases,
undergo a change as a result of this stimulation.

e The response of the neural network to the environment changes as a result of the
change in its internal free paramelters.

The learning process involves

o Learning paradigms, which determine the manner in which a neural network relates
to the environment. Here a neural network represents a set of inter connected
neurons.

o Learning law which is a set of well defined rules called the learning algorithm.
T'here is no unique algorithm. One law differs from the other in the manner in
which the weights and biases are adjusted.

Learning paradigms:

[n human beings, learning can take place without a teacher and with a teacher, Sim-
ilarly in ANN too we have learning with a teacher called supervised learning and
learning without a teacher called unsupervised learning.
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Figure 2.1 Supervised learning,

This takes place in the presence of a teacher as shown in Fig. 2.1.

The knowledge is represented in the form of input-output examples, called the
training data. The training data consists of pairs of input samples, which is in the form
of a vector and the corresponding output, which is the desired output. The teacher
provides the desired output for a given input vector, by virtue of built-in-knowledge.
The network computes the output, called the actual output. The error signal is the
difference between the desired output (or response) and the actual output (response).
The network parameters, namely the synaptic weights and biases, are adjusted by
means of a learning law, under the influence of the error signal and the input vector.

This is done iteratively until the actual response is close to the desired response.
At this point we say the network is trained. Thus, the steps involved in supervised. |
learning are:

* Determine the type of training examples and form the training set. This is a set of
input vector and the corresponding output vectors.



In determining the input vector, the in
the object. The number of features S
predict the output.

e Determine the le

put must capture the features descriptive of
hould not be too large, but large enough to

arning law and train the network with the input training data.

After the training is completed, the network is validated with a subset of the
training set.

The performance is then measured from a test data which is different from the
training set.

The mean-square error or the sum of squared errors over the training sample, defined
as a function of the system parameters, can be used as a performance measure for
the system. For the system to improve performance, the operating point must move

towards a point of minimum error. Supervised training is used in tasks such as pattern
classification and function approximation.

Unsupervised Learning:

In this class of learning, there is no teacher to oversee the process of learning. In

unsupervised learning, we deal with a class of problems to determine how data is
organized. The block diagram is shown in Fig. 2.2.

It is similar to the problem of density estimation in statistics. Once the network is
tuned to the statistical regularities of the input data, it develops the ability to form
internal representations for encoding features of the input. The Self-Organizing Map
(SOM) is a topographic organization in which nearby locations in the map represent
inputs with similar properties. It is a commonly used unsupervised learning algorithm.
The adaptive Resonance Theory (ART) is another algorithm, which lets the user

control the degree of similarity between members of the same cluster by means of a
user-defined constant called the Vigilance parameter.

’Unsupervi'sed learning is often used in pattern recognition tasks.

. G, B Vector, describing
g i SR e S state of the

B s e T LoV o environment Lesirsiii
Environment ) g

7 system

U GgNeld g
Figure 2.2 Unsupervised learning.



Reinforcement Learning:
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Figure 2.3 Reinforcement learning.

This type of learning also belongs to learning without a teacher. The block diagram
is shown in Fig. 2.3.

Reinforcement learning is learning what to do, which means how to map sityation
to actions, so as to maximize a numerical reward signal (or minimize some index of
performance). The leamner is not told what actions to take (there is no teacher) but
must discover which actions yield the maximum reward. '

One such learning is shown in Fig 2.3. Here the learning is centered around a‘critic
which converts a primary reinforcement signal received from the environment into
a higher quality reinforcement signal called the heuristic reinforcement. The goal of
learning is to maximize reward (or minimize a cost function) of actions taken'over
a sequence of steps, instead of the immediate action. Actions takenearlier in: the
sequence, may be the best determinants of the system performance. The learning
process should discover these actions and feed them back to the environment,. =

To obtain a better reward the reinforcement agent. hqsto' ’e:gp'l'oif %’vhéf 'iﬁt‘"'fzili‘eé‘d §
‘knows and also explore new actions to make better s{e;étfonSf\ie%tﬂ‘é}%xcldlta’txho :
nor exploration alone can be pursued exclﬂsively. A“%’J ical W TeIntorcement.
learning is a chess player-the choice of a move-i$'ba
replies and counter replies and by immediate; ity
of particular positions and moves. =75




2) Discuss about the learning tasks?
Learning Tasks:

1) Pattern Association:

Association forms the basis of a large part of human memory. Association is of two
types:

¢ Auto association, Where the neural network is required to store a set of patterns by
repeatedly presenting them to the network.

e Hetro association, where a set of input patterns is paired with a set of output patterns.

Auto association uses unsupervised learning laws, where as hetro association
requires supervised learning.

Let x; be an input vector (pattern) applied to an associative memory and yi be the

memorized vector (pattern). We can interpret yj to be the output vector. The pattern
association problem is one of mapping xi 10 yx.

Xy =Y, k=12,...m

where m is the number of patterns stored. The input pattern (also called key pattern)
acts as a stimulus and determines the storage location of yx and also holds the key
for its retrieval. In auto associative memory yx = X, so the input and output spaces
have same dimensionality. In hetro associative memory yx # Xk. Therefore, the
dimensionality of the output space may not be equal to that of the input space. The
relation in associative memory is shown in Fig. 2.10.

Input j Pattern \:—_> Output
vector associator vector
Xk Yk

Figure 2.10 Associative memory.
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e Character recognition

e Hand writing recognition
e Noise filtering

e Data compression

¢ Information retrieval

Associative memories should have following desirable features:

o As large a capacity (m) of stored patterns as possible
e Data to be stored in a robust manner

e Network should be adaptable-addition and deletion of associationg must e

possible.

2) Pattern Recognition (Classification):
Hlix'm;m b‘cings have highly sophisticated skills for sensing their environment and
taking actions according to what they observe. For example,

® Recognizing a face

e reading hand\\‘riu’ng

e distinguishing food from smell
® understanding speech

and assig aiv s :
In z;u '8N  received pattern to one of a prescribed number of categories or classes.
pattern recognition, the neural network is trained with a set of input patterns and
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The process diagram of a pattern recognition system is shown in Fig. 2.11.

Two models of networks are possible,

Model 1:

The machine is made of two parts.

o An unsupervised network for feature extraction.

o A supervised network for classification.
This is shown in Fig. 2.12.

¢ The input X is a point in m-dimensional data space.

o x is mapped to a g-dimensional point y in feature space; ¢ < m. Basically data is
compressed by this transformation.

o y is mapped to one of the r classes, in an r-dimensional decision space.

Model 2:

We have a single multilayer feed forward network using supervised learning. Feature
extraction is done by the hidden layers of the network.

The various steps in pattern recognition are:

o Data acquisition and sensing.

o Determine the measurement of physical variables.
o Issues involved are bandwidth, resolution, sensitivity, distortion, SNR, Latency

efc.
e Pre-processing

o Removal of noise in data
o Isolation of patterns of interest.
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o Feature extraction

without ambiguity.
o Learning
o To map features of pattern groups/classes/categories

o Classification

o Using features of the pattern presented, and learned models, assign the pattern
to a category

e post-processing
o Evaluation of confidence in decisions

o Exploitation of context to improve performance
o Combination of experts,

Some typical applications are:

¢ Junk mail filtering

Information extraction

Biometric recognition

Medical diagnosis

Automatic target recognition

Internet search

¢ Data mining

3) Function Approximation:

Consider an input-output mapping described by the relationship

d=f(x) (2.20)
Here the function f(-) is unknown. We have knowledge about a set of input-output
pairs,

S = {(xi: dp)}L (221)
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We now design a neural network that approximates the function f(-) to F(-) such that
F(-)iscloseto f(-).

[[F(x)— f(x)|| <€ forallx (2.22)

where € is a small number. To make the error small N should be large and the network
must have adequate number of free parameters. The function approximation is suitable
for application of supervised learning. where x; is the input vector and d; is the desired
response. The function approximation can be applied in system identification. In
system identification the mathematical model of the system is unknown. We however
have measured data of input x; and corresponding output d;. (This is an MIMO
system since X; and d; are vectors). Now the neural network is trained to minimize
the error between the actual response y; and desired response d;. The identification
problem is depicted in Fig. 2.13.

Reversing the roles of d; and x;, we can have an inverse system, where in we

determine the vector X; which will produce the desired response d; as shown in
Fig. 2.14.

4) Control Applications:

The use of neural networks in contro] applications Jike process control, robotics,
aerospace etc has grown rapidly. The basic objective of control is to provide the
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appropriate input signal to a given physical process to yield the desired response. It
is similar to reverse identification of the plant and is shown in Fig. 2.15.

The actual plant output y is subtracted from the reference signal d, which is the
desired output, to give the error signal. This error signal is applied to the neural
controller to adjust its free parameters with the objective of making y track d.

Multilayer feed forward networks can be used for this.

5) Filtering:
Filters are used to extract information about a particular quantity of interest from a
set of noisy data. There are typical applications, discussed below:

(i) Extraction of information regarding a particular quantity of interest at a discrete
time n, using data measured up to and including n. This is typically referred to as
filtering. One such application of ANN is in Blind signal separation. Blind signal
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separation is the task of separating signals when they are available in mixed form
for observation. The process is termed blind because generally the source signals
and mixing procedures are unknown. The source signals may be images, audio
signals, biomedical data, financial data etc.

Consider Fig. 2.16. Given the observation vector X(n), the problem is to recover
the original signals ) (n),u2(n),...u,(n). Source signals have to be statistically
independent. The determining criterion for separation is a measure of indepen-
dence, typically represented by a cost function J. J is optimized to yield more or
less independent outputs as shown in Fig. 2.17.

(i) Prediction or forecasting information at time » + ng based on measurements
(observations) available up to time n as shown in Fig. 2.18.
We predict x(n) based on x(n — T).x(n=2T),... x(n—mT), where T is the sam-
pling period and m is the order of prediction. Error correction based unsupervised
learning can be used, outliers in data can affact performance badly. An outlierisan
observation or data which deviates markedly from other members of the samples
in which it occurs. In most large samplings of data, some data points will be fur-
ther away from the sample mean than what is acceptable. They can indicate faulty
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data, erroneous procedure or measurement errors. They must be removed before
presenting data for the application.

6) Beam Forming:

Beam forming is a signal processing technique used in sensor arrays for directional
signal transmission or reception. It is a spatial form of filtering and is used to dis-
tinguish between the spatial properties of a target signal and background noise. The
device used for this is called the beam former. It has found application in radar, sonar,
seismology, wireless communication, speech, acoustics and biomedicine. Adaptive
beam forming is used to detect and estimate the signal-of-interest at the output of
a sensor array by means of data-adaptive spatial filtering and interference rejection.

Two issues are important:

o The rarget signal (which has to be tracked) originates from an unknown direction.

e Interfering signals are not deterministic and not known apriori.

Beam forming using ANN is shown in Fig. 2.19 where a Generalized Side Lobe

Canceller (GSLC) is used.
Adjustments of the free parameters of the ANN are performed by error correction

learning law.

Thus the tasks which can be performed by neural networks are varied and universal
in signal-processing systems. Invariably all learning involves mapping of information
and therefore involves some form of pattern recognition task or the other.
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Discuss the methods of Al techniques?

Methods of Al Techniques:
Different areas of research and study have branched under the umbrella of Artificial

Intelligence. Lets see some of them.

e Logical Al: Here knowledge is represented by facts and rules. What a program
knows about the world in general, the facts of the specific situation in which it
must act, and its goals are all represented by sentences of some mathematical
logical language. The program decides what to do by inferring that certain actions
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process monitoring and control, efc.

v Epistemology: This is (e study of the diffe

' rent kinds of knowlcdgc required for
problem solving

v Ontology: Ontological
domain, 1 onmolog
bon for that domain
Knowledge, there ¢
Ortologies cnable
edge repre
Kiow fedye

Fanalysis clarifies ghe Structure of knowledge. Given @
F\'{’”"-“ the heart of ANy system of knowledge representi
"-m:r"l'::l:: :131(:::)1.,|u or the conceptualizations that undcr:i't‘
kn(mlcdxc shu:i‘n ’“b-l'r_v rm. rgp fesenting knOW,Cdg ¢ .SeCOﬂd'i-
Sition, Canyiger mf' -') P'rm'ldmg d common platform for kn‘m\]{
ePIesentation, Supnoce P}c “Xample 1o illustrate the inlpon‘lallbcf

Ppose we Were g ask, what is the date today, W



can have three different answers © It is 5 September. 05092010 G we are in
India we write the date first and then the month) or 09/05/2010 (the month first and
then the date!). Clearly non uniformity in the representation can lead to confusion.
Ontology is the branch which precisely deals with this.

Genetic programming: This deals with generating solutions in- a given problem
domain, to optimize a given function. The search is carried out from one iteration
to another by modifying the solution , using technigues of mutation and cross-over,
from genetics. Hence, the name.

Heuristics: It is a branch of Al dealing with experience-based lcch_nillm'_‘ for
problem solving. learning and discovery. Heuristic methods and technigues is all
about quickly and efficiently discovering an optimal solution for a specific problem.
[t uses a certain ‘rule of thumb’(from experience) to make an educated guess. an
informed decision or simply using common sense.



